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Abstract

This paper studies Infant Mortality Rates (IMR’s) in 30 Indian states and union territories from 2005 to 2014. We identify state effects, time effects, and the effect of per-capita public health expenditure across states through Bayesian multilevel/hierarchical modeling. We validate our approach with posterior predictive checks. Once we control for state and time level variation explicitly, we find that percentage change in IMR relative to percentage changes in per-capita health expenditure are small and negative and posterior intervals include 0. Using partial pooling and weakly informative priors, we are able to obtain 30 different state level intercept and slope coefficients capturing the relationship between IMR and state-level per-capita health expenditure. State level effects are varied and we are able to explicitly account for this variation. We also consider the differential nature of female and male infant mortality and highlight an anomalous trend in India where female infant mortality is consistently higher than male infant mortality for almost all states. We take this into account and analyze the relationship between per-capita health expenditure and IMR separately for females and males. Our model predicts that baseline female infant mortality is almost always higher than male infant mortality (as captured by state-level intercepts). Based on this we believe that healthcare expenditure and policy should address not only IMR but also the differences in IMR across states and between male and female infants.
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1 Introduction

The goal of this paper is to carry out a Bayesian multilevel analysis of Infant Mortality Rates (IMRs) and per-capita health expenditure in India. This model builds on an earlier approach [Rajagopal, 2016] which estimated the impact of health expenditure on IMR with a hierarchical model that controlled for state and time level variation. We choose 30 Indian states and Union Territories (UTs) in the period 2005 - 2014. We also consider the differential impact that health expenditure may have on the IMR of male and female infants.

Hierarchical modeling has two closely related meanings [Feller and Gelman 2015]. First, hierarchies can explain a hierarchical data structure. In this paper, IMR and health expenditure vary across states and over time, leading to a ‘panel’ nature of the data. Second, hierarchies can also be used to describe how parameters are modeled, where the parameters of interests have their own distribution which are determined by a second level of parameters called hyperparameters. This kind of hierarchical modeling of parameters can be extended to more levels.

The multilevel modeling approach followed in this paper is an important contribution to the existing literature and particularly the body of study that has analyzed IMR and health expenditure in India. Past work has tended to rely on classical non-hierarchical approaches and methods that yield point estimates. Our hierarchical model properly takes into account state and time level variation in India. This is a major improvement because while previous studies have studied panel data, they often conclude with national level estimates. We believe that in order to control for state and time level variation in IMR and advocate policy in a more useful manner, a Bayesian multilevel analysis is a prerequisite. It is also established that female mortality is lower than male mortality in all age groups and across almost all countries. This trend is true for infant mortality as well [Pongou, 2013]. However in India for the time period 2005-2014 we see female infant mortality is consistently higher than male infant mortality. This anomaly has not been addressed in previous literature and we shed some light on it here.

The paper is organized as follows. In section two, we discuss some of the previous literature on the relationship between IMR and health expenditure. In section three, we briefly explain the intuition behind Bayesian hierarchical modeling, partial pooling and why they are steps forward in the analysis of data which varies spatially and across time. Section four explains the dataset, our sources, problems faced while building the dataset and necessary manipulations. We explain our dependent and independent variables and the reason for choosing them. It also has some guidelines that will help with reproducibility of our work. In section five we explore the dataset thoroughly. Here we try to highlight as many trends as possible in the variables of interest to give the reader and researchers a clear idea of how IMR and per-capita health expenditure have varied in India across time and the chosen states and UT’s. Section six focuses on modeling and we explain the model specification and discuss its performance. Section seven provides the results of the model fitting exercise and shows the marginal posterior distributions of the relevant parameters and hyper parameters. We also show the results of posterior predictive checking in this section. Section eight concludes.
2 Motivation

2.1 Overview

Infant mortality is an important indicator of the level of human development and infrastructure in a country. Infant Mortality Rate can be defined as the number of deaths among infants aged less than one year in a given year as compared to 1000 live births in that same year [Central Intelligence Agency, 2014]. Rich and poor countries naturally have very different levels of IMR. For instance the highest IMR was recorded in the WHO African Region (about 60) and the lowest IMR was recorded in the WHO European region (about 11) [World Health Organization 2013]. India has an IMR of about 43 in 2014 and ranks 50th among 224 countries in descending order of IMR [Central Intelligence Agency, 2014]. The reasons for infant mortality in rich and poor countries are also quite different. Infant mortality in rich countries is caused by birth defects, sudden death during infancy and premature births [McClead, 2012]. In poorer countries on the other hand, improper sanitation, inadequate birth attendance, malnutrition, disease and lack of female education are some of the prevalent reasons for higher rates of infant mortality. [Filmer and Pritchett, 1999; Bidani and Ravallion, 1995; Bhat and Jain, 2004; Bhalotra, 2007; Kumar, et al., 2013]. This paper however considers public health expenditure as the important factor explaining the pattern of infant mortality. As Barenberg et al. [2016] point out, India’s historically low levels of public health expenditure and highly privatized healthcare system could be important factors limiting human development and quality healthcare. India is a large country with very diverse geographical and demographic features and this influences the rural and urban nature of the population. While there are often hospitals and healthcare providers available in the larger urban cities, as Schultz [1993] highlights, it is often low income, rural, agricultural households that have higher mortality rates. In several rural areas, the concept of the midwife, distrust of hospitals and poor maternal health lead to the deaths of infants at or soon after birth. These differential trends across geographical regions within India are a major reason why classical statistics fails to analyze the problem of infant mortality. Classical or frequentist estimates are based on either complete pooling (all states are homogenous units) or no pooling (all states are heterogenous units). The truth lies somewhere in between and thus the idea of partial pooling with a Bayesian hierarchical model becomes a very important methodological advancement in studies like this one.

2.2 Contrasting studies

Past studies, which have tried to answer the question “are health expenditure and infant mortality related?” have often come up with conflicting results. Some researchers [Filmer and Pritchett, 1999; Musgrove, 1996] say that public health spending does not have a significant effect on infant mortality. Another group of researchers though, have found a significant effect of health expenditure on IMR [Farahani et. al, 2010; Bhalotra, 2007; Anand and Ravallion, 1993]. Studies that have used panel data sets for the Indian states often report no significant relation between the two variables (IMR and health expenditure). A good summary of these studies is also available in Barenberg et al. [2016]. However it is very important to note that often the differential points of view arise from different samples being considered. Many authors argue that restricting samples to developing countries and poorer households might tell a very different story. Authors who have researched the relation between Infant Mortality or probability of mortality and health expenditure have arrived at a similar conclusion when they carried
out cross national studies limited to poorer countries, that the poorer countries and poverty stricken households have much more to gain from state or national level health expenditure [Farahani et al. 2010; Bhalotra, 2007; Schultz, 1993]. Some research also shows that incremental health spending on prenatal care, proper child birth attendance, immunization and effective management of malnutrition and disease will bring down IMR [Kumar et al. 2013; Bhalotra, 2007; Bidani and Ravallion, 1995]. In this context, more individual level variables like “per-capita health expenditure” are much more important than macro level variables like “percentage of state GDP allocated to healthcare” as Barenberg et al. [2016] have used. Moreover they use a panel data analysis with information across time and states to come up with a pooled national level estimate, but this is insufficient as different states have their own unique problems. Policy-makers need to account for this and tackle healthcare issues differently based on where they are and what the existing barriers to human development might be there. National level or aggregate studies fall short in this area.

2.3 The gender component

Previous research and demographic studies have shown that female infant mortality is generally lower than male infant mortality because of differences in genetic makeup. Boys are known to be biologically weaker. This makes them more susceptible to disease and premature death [Pongou, 2013]. This is true for almost all countries in the world. However, upon closer examination of the data we found that the number of female infant deaths almost always outnumbers the number of male infant deaths in India. This is a pattern consistent across states both rich and poor and across all time periods. Some of these trends have been represented graphically in Figure 3 and Figure 4 in Section 5. This led us to believe that considering merely infant mortality which appears to be computed as an average of male and female infant deaths was insufficient and we carry out a parallel study where the dependent variable is male and female infant mortality and compare the results of the two studies across the 30 chosen geographical regions and time period from 2005 - 2014.

There are several studies that highlight some of the problems for women and particularly female children and infants. India has been known to have a chronic sex preference that is so strong that it often endangers the lives of young women and children [Miller, 1981]. It is also observed that there is a greater degree of freedom for women in south India when compared to the North. This again dials back to the question of geographic heterogeneity. There are striking regional imbalances in the status of women in society [Bardhan, 1982]. While women have higher levels of education and literacy, this allows them better access to healthcare and allopathic medicine which directly culminates in better pre and post natal care. Education of women is an important driving force behind reduced infant and child mortality. In India women are seen to have a higher mortality at almost every age and in particular childhood [Bourne and Walker, 1991]. We have seen (and shown graphically) that this trend of higher female mortality persists among infants. This is a worrying trend and has been a concern for Indian policy-makers. However econometric research in infant mortality has often failed to address this aspect of the problem and we believe this needs to be investigated more thoroughly.

The primary advancements made by this paper are in the realm of statistical methodology and a study of gender disparities in infant mortality. Our usage of partial pooling and Bayesian multilevel modeling is ideal for this kind of a problem and our separation of the problem into female and male infant deaths
are the gaps in research which we hope to bridge.

3 Bayesian multilevel (hierarchical) modeling and partial pooling

The steps of a full Bayesian data analysis as described by Gelman et. al [2013] and followed in this paper are as follows;

1. Set up a full probability model that is a joint probability distribution encompassing all observed and unobserved quantities. This model should reflect prior knowledge of the problem at hand and should account for the method of data collection.

2. Estimate the posterior distribution conditional on prior knowledge and the observed data.

3. Check the fit of the model and the resulting implications of the posterior parameter estimates.

There is an underlying assumption that the explanatory variable only affects the distribution of the dependent variable through the explanatory variable itself. This implies that the conditional distribution of the dependent variable is independent of the marginal distribution of the explanatory variable. The primary advantage of partial pooling in this paper is to improve on the classical estimates used in previous literature and similar panel studies. The classical estimates are either complete pooling or no pooling analyses. Complete pooling provides a single estimate for the whole country from the panel dataset and a no pooling approach regards each state as an independent unit. This is where a multilevel Bayesian model with partial pooling performs very well. Multilevel modeling as such, is a generalization of regression methods and is usually an improvement over classical regression methods. It can improve prediction and be helpful for causal inference [Gelman, 2006]. We also impose Bayesian priors on our parameter estimates. This has the dual advantage of allowing inherent subjectivity to be captured in the model and preserves the hierarchical structure. Priors are information that we get from previous or similar studies, subject matter experts or results from related disciplines. Priors also restrict the parameter space the Hamiltonian Monte Carlo algorithm has to traverse in order to converge on the target distribution. We want to use appropriately informative priors, so as to not overshadow the data with very strong prior information [Gelman et al. 2013]. In our case each state and time period has its own effect but these parameters are realizations from a state level and time level prior distribution (for more information about the hierarchical structure of the model, see Section 6).

4 The dataset and relevant variables

Our goal is to estimate the functional relationship between IMR and state-wise per-capita health expenditure. The time period we have taken into consideration is 2005 - 2014. This is a short time period but it must be noted that reliable numbers are only available for this period for the thirty states and UT’s under consideration. The regions we do not consider due to partial or complete unavailability of data are “Andaman and Nicobar Islands”, “Daman and Diu”, “Dadra and Nagar Haveli”, “Lakshadweep”, “Chandigarh” and “Telangana”. 
The Sample Registration System’s (SRS) Census Data [Ministry of Home Affairs, Government of India, 2014] provides a detailed account of all vital statistics collected in the country. The IMR data comes from the SRS bulletins. We retrieved state-wise average IMR as well as male and female IMR for the purpose of our study. This is the dependent variable. Health expenditure is measured using ‘per-capita health expenditure’ – total health expenditure divided by the population. The data on health expenditure comes from the Reserve Bank of India’s State Budget publications. Per-capita health expenditure is our main predictor variable. The final dataset is a balanced panel dataset with 300 observations (30 states × 10 time periods).

We use per-capita health expenditure lagged by one period because it is understandable that incremental expenditure in the previous period will impact IMR in the current period. This is an improvement over many other similar works in this field of study because they use expenditure in the current period. This transformation leaves 270 observations.

The total state and UT health expenditure is the “Revenue Expenditure of States and Union Territories” allocated to “Medical and Public Health” [Reserve Bank of India, State Finances]. The population for states comes from the 2011 Indian Census. We use the annual population growth rate to approximately calculate the population in the thirty states and UT’s in the given time period. Then we divide total health expenditure by population to obtain per-capita health expenditure.
5 Exploratory data analysis and trends in the data

5.1 Comparing IMR in 2005 and 2014

Figure 1: Infant Mortality Rates by state in 2005 and 2014. The dots are the IMR in 2014 and the circles are IMR in 2005.

There is wide variation in IMR across states and over time. Figure 1 displays IMR by state in 2005 and 2014. All states (with the exception of Mizoram) showed improvement in IMR between 2005 and 2014. States that had higher IMR in 2005, such as Madhya Pradesh, tended to have large decreases in IMR by 2014. States with lower IMR in 2005, such as Manipur, tended to have smaller decreases in IMR by 2014. The data are roughly consistent with a constant decline among states between 2005 and 2014.
5.2 IMR in the 30 regions from 2005 to 2014

Figure 2: The horizontal axis represents years from 2005 to 2014. The vertical axis measures the IMR. The black lines show the trend in IMR.

Figure 2 displays IMR over time for each state individually. IMR appears to be generally decreasing in all states, but from different levels and at different rates. In some states, such as Uttarakhand, IMR increases for a period before decreasing. Patterns in IMR that raise concerns are Assam, Bihar, Jharkhand, Orissa and Uttar Pradesh because while they have declined they are much higher than the absolute IMR levels in other states of similar size and population.
5.3 IMR for females and males in the 30 regions from 2005 to 2014

Figure 3: The horizontal axis represents years from 2005 to 2014. The vertical axis measures the IMR. The red lines show the trend in female IMR and the blue lines show the trend in male IMR.

Figure 3 displays IMR by gender and by state over time. It shows how male and female IMR have similarities but follow distinct trends. It shows that female IMR is greater than male IMR in most states and in most years. This is worth highlighting as an interesting trend, mostly because even though IMR numbers decline, the red line for female IMR is almost always above the blue line for males.
5.4 Ratio of female to male IMR in the 30 regions from 2005 to 2014

![Graph showing IMR ratio for 30 regions from 2005 to 2014]

Figure 4: The horizontal axis represents years from 2005 to 2014. The vertical axis measures the ratio of IMR. The dotted gray line is at 1. The black line shows the trend in the ratio of female to male IMR.

Figure 4 shows the ratio of female to male IMR for the 30 regions in the time period 2005 - 2014. Wherever the black line is above the dotted gray line is where the number of female infants dying is greater than the number of male infants dying. We see sudden spikes in the black line in states like Goa, Puducherry, Sikkim and Manipur. These spikes are indicative of periods where the number of female infants dying far outnumbers the male infants dying. This is another way to view the information contained in Figure 3 which shows the consistent disparity in the number of female and male deaths.

6 Model specification and explanation

Our goals in modeling these data are to identify state-level effects on IMR, to identify year-level effects on IMR, to identify the impact of per-capita health expenditures on IMR, and to gauge if these effects are different between males and females. In order to capture the difference in trends for male and female infants we run the model for male and female infants and compare the results.
We assume a normal linear regression model for the likelihood function. $IMR_{st}$ is the dependent variable and represents the infant mortality rate in state ‘s’ at time ‘t’. The predictor is $health_{st-1}$ and it represents per-capita “revenue expenditure on medical and public health”, in state ‘s’ and time ‘t-1’ (lagged by one period). Since the dependent and predictor variable are confined to the positive real space we take a logarithmic transform, in classical terms this is a log - log regression. The advantage this provides is that the estimated parameter of interest ($\beta_s$) is an elasticity that will measure percentage change in IMR relative to percentage changes in health expenditure. The complete normal model is as follows:

$$\log(IMR_{st}) \sim N(\alpha_s + \alpha_t + \beta_s \cdot \log(health_{st-1}), \sigma^2) \quad (1)$$

$$\alpha_s \sim N(\mu_{\alpha}, \tau^2_{\alpha_s}) \quad (2)$$

$$\alpha_t \sim N(\mu_{\alpha}, \tau^2_{\alpha_t}) \quad (3)$$

$$\beta_s \sim N(\mu_{\beta}, \tau^2_{\beta_s}) \quad (4)$$

Equation 1 is the likelihood function. Equations 2, 3 and 4 are the prior distributions on the parameters $\alpha_s, \alpha_t$ and $\beta_s$. $\alpha_s$ is the state level intercept and $\alpha_t$ is the time level intercept. $\beta_s$ is the state level elasticity of IMR with respect to changes in health expenditure. This is a varying-coefficient model and exchangeability of the units of analysis is built into the model. We ensure exchangeability by conditioning on indicators that correspond to states and time periods and represent groupings in the population. This allows each subgroup to have a different mean outcome level [Gelman et. al 2013]. The exchangeability of time periods is therefore problematic but given the small period of time under consideration we do not expect any substantial structural differences. We observe that the posterior predictive checks work and since we have no reason to believe that any one year is vastly different than the others we go ahead with the assumption of exchangeability. We also impose normal priors on the hyperparameters $\mu_{\alpha_s}, \mu_{\alpha_t}$ and $\mu_{\beta_s}$ and half-Cauchy priors on all variance parameters (i.e $\sigma, \tau_{\alpha_s}, \tau_{\alpha_t}$ and $\tau_{\beta_s}$) because the half-Cauchy has a broad peak at zero and with a sufficiently large scale behaves as a weakly informative prior distribution [Gelman 2006].

7 Results and posterior predictive checking

Subsection 7.1 shows the mean and quantiles of the marginal posterior distributions of the hyperparameters for males and females. Subsection 7.2, 7.3 and 7.4 are posterior predictive checking. Subsection 7.5 shows the state level intercepts for females and males. Subsection 7.6 shows the marginal posterior distribution of the elasticity parameter $\beta_s$ separately for females and males.
7.1 Summary statistics of hyperprior distributions

Table 1: Posterior Distributions of relevant parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Female</th>
<th>Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{\alpha_x}$</td>
<td>2.79 [1.68, 3.91]</td>
<td>2.37 [1.32, 3.55]</td>
</tr>
<tr>
<td>$\tau_{\alpha_x}$</td>
<td>0.73 [0.37, 1.13]</td>
<td>0.51 [0.34, 0.73]</td>
</tr>
<tr>
<td>$\mu_{\alpha_t}$</td>
<td>1.26 [0.29, 2.33]</td>
<td>1.20 [0.27, 2.35]</td>
</tr>
<tr>
<td>$\tau_{\alpha_t}$</td>
<td>0.14 [0.08, 0.26]</td>
<td>0.18 [0.10, 0.33]</td>
</tr>
<tr>
<td>$\mu_{\beta}$</td>
<td>-0.08 [-0.16, 0.01]</td>
<td>-0.02 [-0.11, 0.07]</td>
</tr>
<tr>
<td>$\tau_{\beta}$</td>
<td>0.10 [0.04, 0.16]</td>
<td>0.05 [0.01, 0.09]</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.09 [0.08, 0.10]</td>
<td>0.11 [0.10, 0.13]</td>
</tr>
</tbody>
</table>

7.2 Posterior predictive checking of female and male IMR

Figure 5: The horizontal axis shows the predicted IMR and the vertical axis shows the actual IMR for females and males in Fig. 5 (a) and (b) respectively. The black dots show the estimate and the gray lines show the 50% interval around the estimate.

Figure 5 shows the posterior predictive checking for the dataset as a whole, but for females and males separately as the model was run. The black dots are the estimates and the gray lines around the dots show the 50% posterior interval around the prediction. The points mostly cluster along the diagonal...
line which represents the $45^\circ$ line. This shows that the in-sample prediction is pretty good and the model is able to predict the IMR values for females and males quite accurately.

7.3 Posterior predictive checking for female IMR in the 30 regions from 2006 to 2014

Figure 6: The horizontal axis represents years from 2006 to 2014. The vertical axis measures the IMR. The black line shows the true trend in IMR. The solid pink line shows the estimated trend and the dotted pink lines on either side show the 50% posterior interval.
7.4 Posterior predictive checking for Male IMR in the 30 regions from 2006 to 2014

Figure 7: The horizontal axis represents years from 2006 to 2014. The vertical axis measures the IMR. The black line shows the true trend in IMR. The solid blue line shows the estimated trend and the dotted blue lines on either side show the 50% posterior interval.

Figure 6 and 7 are gender wise posterior predictive checks. We observe that the pink lines in Figure 6 and the blue lines in Figure 7 capture the true trend in female and male infant mortalities (respectively). Thus the model performs well in “learning” the data generating process. Given this information, we are able to examine the parameters more meaningfully and usefully.
7.5 State level intercepts ($\alpha_s$) for females and males

![Graph showing state level intercepts for females and males](image)

Figure 8: The horizontal axes measure IMR. The vertical axes show each of the 30 regions considered. The dots show the state level estimate of the intercept $\alpha_s$. The lines around the dot show the 50% posterior interval.

Figure 8 show the state level intercepts $\alpha_s$ for the 30 regions considered for females and males. We notice that estimates of female IMR (in the absence of health expenditure) are higher than male IMR for almost all states. Also we find that states that do well in terms of human development like Kerala and Goa have lower IMR values with shorter intervals and states which tend to perform poorly like Orissa have much wider intervals around their estimate.
7.6 Marginal posterior distribution of the elasticity parameter ($\beta_s$) for females and males

The marginal posterior of the elasticity in IMR relative to changes in per-capita health expenditure are shown in Figure 9. The red line shows the marginal posterior distribution of $\beta_s$ for females and the blue line shows the marginal posterior distribution of $\beta_s$ for males. We observe that there are distinct patterns for males and females and the behavior of the distribution varies across regions as well. For almost all the regions the elasticity parameter appears to be negative and close to 0. This means that in general IMR and per-capita health expenditure are negatively related. It is important to note however that most of the posterior intervals include 0 and this shows that the effect is quite small.

8 Conclusion

In this paper we have studied the Infant Mortality Rate (IMR) in India across 30 states/Union Territories trying to capture the relationship between state-wise per-capita health expenditure and
IMR. We consider data from 2004-2005 to 2013-2014. The data was obtained from publicly available sources. The IMR data comes from the Census Board of India’s Sample Registration System (SRS). The data on health expenditure comes from the Reserve Bank of India’s State Budget publications and ultimately we calculate per-capita health expenditure for each state and this is our predictor.

The contribution this paper makes to the literature on infant mortality, health expenditure and mainly the analysis of panel data is twofold. First, by adopting a Bayesian framework we are able to account for the hierarchies in the data structure and the substantial variation in IMR across states and time. While previous literature has addressed the ‘panel’ nature of the data, this is the first exhaustive Bayesian analysis. Second, we examine the nature of female and male IMR separately because of the anomalous pattern in India where female IMR is higher than male IMR for almost all states and time periods. Our model learns and predicts that female IMR is usually higher. This pattern needs further investigation as we find that in some states the baseline female IMR is very high. Thus based on the highly varied state level intercepts, especially where female intercepts are higher than male intercepts (Figure 8), we believe that most of the variation in IMR comes from the “state level effects”.

We find that the elasticity of IMR with respect to changes in per-capita health expenditure is indeed negative. This elasticity ($\beta_s$) is different for different states and is also different for female and male infants. For females, $\beta_s \sim \mathcal{N}(-0.08, 0.10)$ and for males $\beta_s \sim \mathcal{N}(-0.02, 0.05)$. However this is a very broad picture and we find (Figure 9) that these trends tend to vary across states. It appears that by using per-capita health expenditure and state level intercepts, we have largely dispersed the state-level variation in health expenditure and thus the real variation in IMR might be due to only state and time variation.

The state intercepts $\alpha_s$ turn out to be very different (Figure 8) for all states. We find that the model picks up automatically that female infant deaths are on an absolute level, much higher than male infant deaths. This means that, this is a consistent trend and continues to persist and therefore has to addressed by policy immediately.

A critique of our model is that time periods are not exchangeable units (for example, 2005 and 2014 are not invertible for the purpose of analysis because one happened before the other). This means that alternate methods can be considered for the estimation of such time - level parameters, particularly when time level effects are the quantity of interest. These methods include Bayesian VAR and other Bayesian time series methods. But in our case given the trend in the time period considered was not vastly different and followed a steady declining trend we were able to make this assumption. Another possible advancement of our study is to see how well the model predicts out of sample IMR based on estimates of per-capita health expenditure in order to make sure the model has not been overfit and will in fact generalize to new data. In further extensions we should also consider the rural and urban bifurcation of the IMR in order to see how health expenditure impacts these areas, given the state they are in. This would be a valuable addition to policy information as well.
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